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density (BMD), age, and the so ‑called clinical risk 
factors. Several tools have been designed to estab‑
lish the fracture risk, including FRAX,1 the Garvan 
algorithm,2,3 and QFracture.4 The Garvan tool al‑
lows for estimating the 5 ‑year or 10 ‑year fracture 
risk, which is assessed separately for the hip and 
for any osteoporotic fracture. FRAX is a fracture 
risk assessment tool designed to estimate the in‑
dividualized 10 ‑year probability of a hip and any 
major (hip, spine, arm, and forearm) osteopo‑
rotic fracture.

INTROduCTION Fracture risk is a major concern 
in patients with osteoporosis. Fragility fractures 
are a consequence of osteoporosis and one of 
the most significant risk factors for future frac‑
tures. Therefore, management of patients with 
osteoporosis should include expert recommenda‑
tions and structured prophylaxis to avoid the first 
fracture. Due to a prolonged and silent course of 
the disease, the ability to predict the risk of frac‑
ture is very important. The fracture risk is deter‑
mined by several factors, including bone mineral 
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INTROduCTION Fragility fractures are the major consequence of osteoporosis. Thus, fracture risk as‑
sessment is an essential part of the diagnostic process in osteoporosis.
ObjECTIvEs The aim of the study was to develop an algorithm for fracture risk prediction.
PATIENTs ANd mEThOds Bone status was evaluated in a population ‑based cohort of postmenopausal 
women at a mean (SD) age of 66.4 (7.8) years. Subsequently, all participants were contacted by phone 
once a year (for 10 consecutive years) to update their history of fractures. At the end of the 10 ‑year 
follow ‑up, the number of the study participants was 640, of whom 129 had a history of 190 osteoporotic 
fractures recorded during the study period. Statistical analysis included multistep data preprocessing, 
feature selection, identification of fracture risk factors, and design of the final model. Logistic regres‑
sion models were fitted and used for the evaluation of variables from determined feature sets, including 
global fit measures, as well as individual parameters, such as the Wald statistic and P value, odds ratio, 
and 95% CI.
REsuLTs The 10 ‑year risk for any fracture depended on the age of the patient, the number of recorded 
fractures after the age of 40 years, femoral neck bone mass, and the occurrence of falls during the previ‑
ous year. The achieved equation was incorporated into an algorithm, available at the www.fracture ‑risk.pl 
webpage.
CONCLusIONs A fracture prediction algorithm was developed in a longitudinal study to enable calcula‑
tion of the 10 ‑year fracture risk. Identification of patients at a high risk of fracture should be followed by 
implementation of appropriate treatment strategy to reduce the number of future fractures.
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Subsequently, that is, from 2011 to 2020, 
a single author (WP) contacted each participant 
by phone once a year (in May) to enquire about 
any recent fractures with a nontraumatic cause. 
The patients were asked to report the fracture(s) 
as well as any fall incidents and the received ther‑
apy. Of note, only the events confirmed by a giv‑
en patient’s general practitioner were taken into 
account. Ultimately, 640 women completed 
the follow ‑up. The total drop out rate was 34.5%, 
while some participants were lost to follow ‑up 
due to loss of contact (25.6%), death (7.5%), re‑
fusal to cooperate (1%), and the lack of baseline 
bone density scans (0.4%). To assess whether 
the dropout effect could significantly bias the pro‑
cess of creating an algorithm for fracture risk 
assessment, the most important clinical char‑
acteristics of the women who did not complete 
the study were additionally analyzed and com‑
pared with the final study group. The women who 
were lost to follow ‑up were older in comparison 
with those included in the final analysis (mean 
[SD], 67.4 [8.6] vs 65 [6.95] years, respectively; 
P <0.001). However, the groups did not differ sig‑
nificantly with respect to the crucial risk factors 
for fracture, for example, mean (SD) FN T ‑score 
(–1.34 [0.9] vs –1.24 [0.9]; P = 0.08), the inci‑
dence of fractures before enrolment into the study 
(27.2% vs 30.4%; P = 0.3), the incidence of falls 
during the year preceding the enrolment (35.7% 
vs 32.4%; P = 0.3), and the frequency of steroid 
use (7.1% vs 5%; P = 0.18).

As many as 190 osteoporotic fractures were 
identified in 129 women during the follow ‑up, 
including fractures of the forearm (n = 81), spine 
(n = 30), ankle (n = 25), hip (n = 15), arm (n = 13), 
rib (n = 9), foot (n = 7), clavicle (n = 7), and pel‑
vis (n = 3). During the initial phone interviews 
conducted in 2011, the participants reported 25 
recent fractures, while 21, 18, 16, 13, 26, 14, 26, 
16, and 15 fractures were recorded year by year, 
respectively, in the consecutive years. Single frac‑
tures were reported by 91 women, whereas 24 
women reported 2, 7 women reported 3, 5 wom‑
en reported 4, and 2 women reported 5 fractures.

TAbLE 1  presents the clinical characteristics of 
the follow ‑up population, both for the entire group 
and for subgroups divided according to the occur‑
rence of fractures. TAbLE 2 presents the prevalence 
of clinical risk factors, both in the entire group 
and in the subgroups. The approval for the follow‑
‑up project was provided by the Ethics Committee 
of the Medical University of Silesia in Katowice, 
Poland (KNW/0022/KB1/9/I/10).

statistical analysis The present study was con‑
ducted to develop a mathematical model for 
the estimation of low ‑energy fracture proba‑
bility in a period of 10 years in postmenopaus‑
al women. For that purpose, it was necessary to 
define a set of model predictors. The steps lead‑
ing to the development of the final regression 
model are presented in Supplementary materi‑
al, Figure S1.

In 2010, an  epidemiological, population‑
‑based sample of women was recruited to par‑
ticipate in the RAC ‑OST ‑POL study (the name 
of the  study consists of abbreviations from 
the words RACibórz [a town in Poland], POLand, 
and OSTeoprosis). The basic epidemiological fea‑
tures of this population sample were present‑
ed previously.5 Using longitudinal data collected 
during a 5 ‑year follow ‑up, a new algorithm was 
introduced in 2017 to determine the 5 ‑year frac‑
ture risk in Polish postmenopausal women over 
the age of 55 years.6 This algorithm has since been 
available at the www.fracture ‑risk.pl webpage, 
and is known as the POL ‑RISK calculator.7 Sub‑
sequently, the follow ‑up period of the study was 
extended to 10 years.

This paper presents the results of the 10 ‑year 
longitudinal follow ‑up. The main aim of the study 
was to develop a  new fracture prediction 
algorithm.

PATIENTs ANd mEThOds An epidemiological, 
population ‑based sample of postmenopausal wom‑
en aged over 55 years was analyzed in the follow‑
‑up study. At the baseline (May 2010), 625 wom‑
en at a mean (SD) age of 66.4 (7.8) years were in‑
vited to participate. Various factors with a poten‑
tial influence on the metabolism and bone status 
were recorded using a specially designed question‑
naire, and more than 200 variables were gathered. 
Each of the 625 participants was randomly se‑
lected based on local demographics. Additional‑
ly, 353 volunteers submitted a request to partici‑
pate in the project. The crucial characteristics, such 
as the mean age, place of residence, employment 
status, marital status, and education level did not 
differ between the random sample and the group 
of volunteers; therefore, many further analyses 
based on which the 5 ‑year algorithm had been 
developed were carried out using joint data from 
both groups. Thus, a total of 978 women eventu‑
ally formed the baseline group. Part of the base‑
line assessment of the study participants was bone 
densitometry, performed with a Lunar DPX de‑
vice (GE Healthcare, Madison, Wisconsin, United 
States). The femoral neck (FN) was evaluated. All 
the measurements were performed by a single op‑
erator. The percentage of coefficient variation for 
FN measurement was 1.6%.5

whAT’s NEw?

Based on the results of the study it was possible to develop an entirely new, 
original diagnostic tool for predicting the risk of osteoporotic fractures. Owing 
to a 10 ‑year prospective observation model in an epidemiological, population‑
‑representative study cohort, medical practitioners gained the possibility of 
predicting fractures, which may be useful in everyday clinical practice. Inclu‑
sion of the new risk calculator in the diagnostic approach should facilitate 
the implementation of a therapy adequate to the calculated risk of fractures. 
Widespread use of the new, easily available diagnostic tool may result in 
the reduction of the number of new fractures and lower the costs associated 
with osteoporosis for the health care system.
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steps, the list of data features, analyzed in terms 
of their impact on the occurrence of fractures, was 
reduced to 19, including age, height, height loss, 
body mass index, age of menarche, duration of 
menses (in years) and of lactation (in months), 
number of deliveries, presence of comorbidities 
(such as rheumatoid arthritis, asthma, depres‑
sion), steroid administration, supplementation 
of vitamin D and calcium, parental history of hip 
fractures, BMD of FN determined by dual ‑energy 
X ‑ray absorptiometry and reported in T ‑score, 
number of fractures recorded after the age of 40 
years, as well as occurrence of falls from standing 
height and their number over the last 12 months.

Each data record (representing 1 patient) had 
a label stating whether the patient had or had 
not experienced low ‑trauma fractures, which was 
a predicted (also called dependent, target, or out‑
come) variable.

To investigate the  collinearity between 
the pairs of variables that remained after the pre‑
processing phase, a correlation matrix was de‑
fined. Its graphical representation, a so ‑called 
heatmap, is shown in FIGuRE 1. The correlation anal‑
ysis was performed, using 1) Spearman correla‑
tion coefficient between 2 continuous variables, 
2) Cramer V coefficient between 2 discrete vari‑
ables, and 3) point biserial coefficient of correla‑
tion between continuous and discrete variables.

Additionally, considering the possibility that 
collinearity may have occurred not only between 
pairs of variables but also among 3 or even more 
variables (multicollinearity), the variance inflation 
factor (VIF) was calculated.10 According to the rec‑
ommendations,11 VIF values greater than 5 indi‑
cate a strong correlation between a given variable 
and other predictor variables; therefore, only 1 of 
the collinear variables should be left in the model. 
However, other sources12,13 provide evidence that 
collinearity is possible even when VIF is below 5. 
The former guidelines were considered in the pre‑
liminary analyses, however, it was decided to in‑
clude neither vitamin D nor Ca supplementation 
in the final model as the VIF values for these pa‑
rameters were 4.529 and 4.61, respectively.

Simple (univariable) logistic regression was used 
as a “first ‑line” model. It was examined whether 
the model that contained a specific predictor vari‑
able was significantly better than the model with 
the intercept only. In such a way, a preliminary 
identification of the potential risk factors for a 
fracture was made. However, when only the vari‑
ables with a significant association in the univari‑
able analysis are included in a multivariable logis‑
tic regression model, important covariates may 
be disregarded, which could lead to biased esti‑
mates and wrong conclusions. Therefore, we con‑
structed a multivariable regression model using 
forward and backward stepwise regression, both 
with the following variable feature selection meth‑
ods: conditional parameter estimates, the proba‑
bility of the likelihood ‑ratio statistic, and the prob‑
ability of the Wald statistic, which gave a total of 
2 × 3 = 6 models.

To ensure the validity and quality of the gath‑
ered data, and thus to be able to use machine 
learning (ML) methods, meticulous data prepro‑
cessing was carried out, preceded by anonymiza‑
tion of the data by physicians (ie, removal of sen‑
sitive personal information).

Various tools and environments were used for 
data preprocessing and their further analyses. 
In particular, PQStat v. 1.8.2.226 (PQStat Soft‑
ware, Poznań, Poland; https://pqstat.pl/), Statis‑
tica 13 (StatSoft Inc., Tulsa, Oklahoma, United 
States; www.statsoft.com), and the R program‑
ming environment v. 4.0.3 (The R Foundation for 
Statistical Computing, Vienna, Austria; https://
www.r ‑project.org/) were used to enable extrac‑
tion of meaningful information from the collect‑
ed data. It referred to the technique of data prep‑
aration, that is, cleaning, feature selection, and 
organization of raw data to make them suitable 
for building and training more accurate predic‑
tive models.8,9

At that stage, the variables that failed to con‑
tain significant and useful information were re‑
moved, including, among others, those with many 
missing records or those of little variability (ie, 
similar for all or almost all participants) and, 
eventually, those that had been copies of oth‑
er variables.

Initially, the medical histories of the 640 pa‑
tients were described by means of more than 200 
features. However, after all the preprocessing 

TAbLE 1 Clinical characteristics of the whole study group and subgroups divided 
according to the occurrence of fractures

Variable Whole group 
(n = 640)

Women affected 
by fractures 
(n = 129)

Women unaffected 
by fractures 
(n = 511)

Age, y 65 (6.95) 66.61 (7.22)a 64.64 (6.82)

Height, cm 156.6 (5.59) 156.8 (5.29) 156.68 (5.66)

Weight, kg 74.9 (14) 73.86 (12.83) 74.65 (14.28)

BMI, kg/m2 30.36 (1.65) 30.1 (5.24) 30.42 (5.48)

Age at menopause, y 49.2 (4.93) 49.27 (4.86) 49.16 (4.85)

Data are presented as mean (SD).

a Significantly higher than in the women unaffected by fractures (P <0.01); other 
variables did not differ.

Abbreviations: BMI, body mass index

TAbLE 2 Prevalence of clinical risk factors in the whole study group and subgroups 
divided according to the occurrence of fractures (in percentage)

Risk factors, 
n

Whole group 
(n = 640)

Women affected by 
fractures (n = 129)

Women unaffected by 
fractures (n = 511)

0 27.4 22.5 28.6

1 34.5 30.2 35.4

2 25.9 29.5 25

3 9.1 10.1 8.8

4 2.5 5.4 1.8

5 0.6 1.5 0.4

6 0.15 0.8 –
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FIGuRE 1  Correlation matrix (a heatmap)
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Age 1 –0.148 0.426 0.144 0.137 0.129 0.115 0.135 –0.062 0.034 0.072 0.064 0.024 0.033 –0.018 0.076 –0.155 0.179 0.185

Height –0.148 1 –0.173 –0.253 0.06 0.052 –0.236 –0.252 0.043 –0.023 –0.213 –0.084 0.003 –0.088 0.1 0.117 0.075 –0.083 –0.089

Height loss 0.426 –0.173 1 0.28 0.036 0.083 0.275 0.29 –0.002 0.19 0.032 –0.067 0.179 –0.063 –0.021 0.047 0.006 0.183 0.195

Body mass index 0.144 –0.253 0.28 1 –0.066 0.05 0.085 0.05 0 0.042 –0.164 –0.156 0.064 –0.035 –0.152 –0.15 0.28 0.024 0.013

Age at menarche 0.137 0.06 0.036 –0.066 1 –0.327 0.16 –0.032 0.035 0.011 0.084 –0.201 –0.073 0.207 –0.01 0.053 –0.133 0.022 0.032

Menses duration 0.129 0.052 0.083 0.05 –0.327 1 –0.099 0.039 0.029 –0.109 –0.026 –0.004 0.111 –0.168 0.101 0.068 0.055 –0.159 –0.147

Number of labors 0.115 –0.236 0.275 0.085 0.16 –0.099 1 0.535 –0.052 0.013 0.015 –0.162 –0.065 0.001 –0.2 –0.206 0.001 0 0.027

Lactation duration 0.135 –0.252 0.29 0.05 –0.032 0.039 0.535 1 –0.028 –0.046 0.062 –0.012 0.167 –0.029 –0.162 –0.077 0 0.016 0.071

Hip fracture in parents –0.062 0.043 –0.002 0 0.035 0.029 –0.052 –0.028 1 –0.005 –0.079 0.134 0.122 0.038 –0.048 –0.03 –0.007 0.122 0.128

Number of prior fractures 0.034 –0.023 0.19 0.042 0.011 –0.109 0.013 –0.046 –0.005 1 –0.025 0.017 0.063 0.11 0.113 0.089 –0.07 0.185 0.193

Rheumatoid arthritis 0.072 –.213 0.032 –0.164 0.084 –0.026 0.015 0.062 –0.079 –0.025 1 0.327 0.107 0.019 0.125 0.149 –0.042 –0.006 –0.02

Steroid use .064 –.084 –0.067 –0.156 –0.201 –0.004 –0.162 –0.012 0.134 0.017 0.327 1 0.093 –0.061 0.101 0.126 0.069 0.085 0.069

Asthma .024 .003 0.179 0.064 –0.073 0.111 –0.065 0.167 0.122 0.063 0.107 0.093 1 –0.015 0.138 0.225 –0.041 0.156 0.15

Depression .033 –.088 –0.063 –0.035 0.207 –0.168 0.001 –0.029 0.038 0.11 0.019 –0.061 –0.015 1 0.016 0.02 0.098 0.193 0.169

Calcium supplementation –0.018 0.1 –0.021 –0.152 –0.01 0.101 –0.2 –0.162 –0.048 0.113 0.125 0.101 0.138 0.016 1 0.889 –0.133 0.036 0.036

Vit D supplementation 0.076 0.117 0.047 –0.15 0.053 0.068 –0.206 –0.077 –0.03 0.089 0.149 0.126 0.225 0.02 0.889 1 –0.153 0.136 0.134

Femoral neck T‑score –0.155 0.075 0.006 0.28 –0.133 0.055 0.001 0 –0.007 –0.07 –0.042 0.069 –0.041 0.098 –0.133 –0.153 1 0.015 0.032

Number of prior falls 0.179 –0.083 0.183 0.024 0.022 –0.159 0 0.016 0.122 0.185 –0.006 0.085 0.156 0.193 0.036 0.136 0.015 1 0.961

Prior falls 0.185 –0.089 0.195 0.013 0.032 –0.147 0.027 0.071 0.128 0.193 –0.02 0.069 0.15 0.169 0.036 0.134 0.032 0.961 1

                                           Correlation           1            –1



ORIGINAL ARTICLE POL ‑RISK: an algorithm for 10 ‑year fracture risk prediction 5

The stepwise regression method led to the de‑
velopment of a set of models, each containing 
a specific set of predictive variables. As suggest‑
ed by Chakrabarti and Ghosh,14 in order to select 
the most appropriate model, the Bayesian infor‑
mation criterion (BIC) should be taken into ac‑
count, as a tool that can quantify the performance 
of models and assess their complexity. However, 
when only 1 model with the lowest BIC is cho‑
sen, other models that are equally good or could 
provide equally useful information, may simply 
be ignored, therefore, the Bayesian model aver‑
aging (BMA) was applied for the set of models 
in our study.15,16 It enabled ranking and quanti‑
tative comparisons of the competing models and 
accounted for the uncertainty in variable selec‑
tion.17-19 This way, the final set of predictors with 
high posterior probabilities was determined, and 
thus the most appropriate model with maximum 
discriminatory power was selected.

Following the analysis of all the potential pre‑
dictors, it was decided to include the following 
variables into the final model: FN T ‑score, occur‑
rence of fall(s) within the previous 12 months, 
number of fractures recorded after the age of 40 
years, and age.

Age can be treated as a confounding variable 
(confounder), that is, an external factor imple‑
mented into the tested cause ‑and ‑effect relation‑
ship, which changes its observed covariance by in‑
fluencing both the explanatory and dependent vari‑
ables.20 The inclusion of confounders into the mod‑
el allows for OR adjustment for the other covari‑
ates. Due to the fact that there was a clinically 
meaningful relationship between age and the an‑
alyzed risk factors, as well as the outcome variable, 
we decided to consider it as a confounding factor.

REsuLTs To predict the 10 ‑year fracture risk, 
a logistic regression model was developed based 
on the 4 abovementioned variables. Bootstrap has 
been recommended as a good resampling meth‑
od for logistic regression.21 In the present study, 
the dataset was split into a 70:30 training:test set 
ratio. To check whether our model, with the pro‑
posed explanatory variables included, was bet‑
ter than the intercept baseline model (ie, a mod‑
el which does not include any explanatory vari‑
ables and which is based on the majority category 
in a dataset), the omnibus tests of model coeffi‑
cients were used. The presented logistic regres‑
sion model was significantly better, as evidenced 
by the χ2 value of 31.553 (P <0.001).

To study the goodness  of  fit of the model, 
the Hosmer–Lemeshow test was performed, 
showing no significance (χ2 = 4.482; P = 0.81). 
This test suggested that our logistic regression 
model was fit to the data and confirmed the re‑
lationship between the predictors and the depen‑
dent variable, that is, the occurrence of fracture 
in our study. Details of the examined logistic re‑
gression model are shown in TAbLE 3.

The odds of fracture occurrence depended on 
the following variables: occurrence of falls within 

The shape of the relationship between the con‑
tinuous features and the predicted variable (frac‑
ture occurrence) was analyzed. We checked wheth‑
er the shape of that relationship was close to 
a linear one and if it was sufficient to determine 
the unit odds ratio (OR), or whether it would be 
more advantageous to divide the predictor vari‑
able into categories, that is, to discretize it.

For that purpose, an analysis of the OR pro‑
files was carried out. The graph showing the OR 
profile for the “Age” variable is shown in FIGuRE 2A. 
In this case, an increasing trend can be seen, sug‑
gesting that a unit OR can be used.

It was different, for example, in the case of 
height loss, calculated as the difference between 
the previous maximum height of a woman and 
her current height (FIGuRE 2b). It seemed reason‑
able to divide this variable into categories. After 
analyzing the unit changes of OR and its profile, 
as well as the distribution of height loss, a thresh‑
old of 7 cm between the 2 categories of height 
loss seemed optimal.

Height loss was indicated as a significant pre‑
dictor of osteoporosis in the univariable logistic 
analysis but it did not show any significant effect 
in multivariable logistic regression. Therefore, it 
was not included in the final model.

FIGuRE 2  Odds ratio (OR) profiles for (A) age and (b) height loss; the red line 
represents locally weighted scatterplot smoothing.
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on bone metabolism and status, as well as the long 
follow ‑up) allowed us to establish the final algo‑
rithm based on reliable data.

Easy access to the algorithm via the Internet 
and the short time needed to evaluate the risk 
of fracture make it a user ‑friendly and straight‑
forward calculator. In clinical practice, simple 
and reliable tools that facilitate daily work of 
a physician are needed, rather than complex so‑
lutions. In our opinion, the POL ‑RISK tool ful‑
fils these criteria.

The issue of fracture risk prediction has been 
the topic of debates of international scientific 
societies for decades. The possibility to predict 
the risk of fracture in a patient without fracture 
history is crucial, as the first fracture significant‑
ly increases the risk of subsequent ones. Further‑
more, once the fracture risk is established, it may 
significantly affect the therapeutic management 
of osteoporosis.

The  usual intervention threshold for the 
10 ‑year risk of major and any (non ‑hip) fragili‑
ty fracture is 10% to 20%, and for hip fractures it 
is 3%.22,23 Of note, these recommendations also 
take economic aspects into account; therefore, 
they may differ when considered from a pure‑
ly medical perspective, especially with regard 
to individual patients. For example, in Austra‑
lia, in order for a patient to be eligible for med‑
ication reimbursement, the risk of any fracture 
must exceed 26%, while reimbursement is not 
possible if the risk is below 14%.3 When the risk 
is estimated at 14% to 26%, the reimbursement 
decision depends on the presence of concomi‑
tant diseases. The respective values for the hip 
fracture risk rendering the patient suitable for 
reimbursement are 3% and 9%2 (data available 
at www.fractureriskcalculator.com). In a study 
performed in a group of 802 men, we showed 
that the threshold of 7.6% for major fractures 
and 3.8% for hip fractures, assessed using FRAX, 
was the best cutoff value, with optimal sensitiv‑
ity and specificity.24 Therefore, these thresholds 
seem to be more appropriate as an indication for 
treatment initiation than the commonly used 
values of 10% to 20% and 3% for major and hip 
fractures, respectively. The issue of which thresh‑
olds should be recommended for our algorithm 
will be the matter of future studies.

the preceding 12 months (referred to as “prior 
falls” in Tables and Figures; OR, 1.662; 95% CI, 
1.099–2.514), number of fractures at the age of 
40 years or above (referred to as “number of pri‑
or fractures” in Tables and Figures; OR, 1.548; 
95% CI, 1.174–2.042), and the FN T ‑score (OR, 
0.772; 95% CI, 0.607–0.983). The ORs were ad‑
justed for the confounding variable of age. The im‑
pact of individual predictors on the fracture risk 
is shown in FIGuRE 3.

Taking into consideration the output of the lo‑
gistic regression analysis and the β coefficients 
(TAbLE 3), the risk of an osteoporotic fracture can 
be estimated according to the formula shown in 
FIGuRE 4. The algorithm is also available at the www.
fracture ‑risk.pl website.

The prediction accuracy of the proposed mod‑
el achieved in the test set, expressed by the area 
under the receiver operating characteristic curve 
(AUC), is 0.66 (95% CI, 0.604–0.71).

dIsCussION The  development of a  10 ‑year 
fracture risk algorithm is the major outcome 
of our study. The applied data components (the 
population ‑based epidemiological sample, its size, 
the long list of features with a potential influence 

TAbLE 3 Logistic regression model for fracture risk assessment

Predictors β SE 95% CI Wald 
statistic

OR P value Bootstrapa

Bias BCa 95% CI

Intercept –3.336 0.952 –5.203 to –1.470 12.274 0.036 <0.001 –0.28 –5.352 to –1.455

Age 0.019 0.015 –0.011 to 0.048 1.572 1.019 0.21 0.000 –0.012 to 0.051

Number of prior 
fractures

0.437 0.141 0.160–0.714 9.581 1.548 0.002 0.005 0.129–0.747

FN T ‑score –0.258 0.123 –0.499 to –0.018 4.421 0.772 0.04 –0.005 –0.532 to –0.011

Prior falls 0.508 0.211 0.094–0.922 5.784 1.662 0.02 0.006 0.080–0.955

a Bootstrap used a bias ‑corrected and accelerated (BCa) method with 1000 bootstrap samples.

Abbreviations: FN, femoral neck; others, see FIGuRE 2

FIGuRE 3  Results of the multivariable logistic regression analysis aimed at identifying 
the fracture risk 
Abbreviations: see TAbLE 3

Age

Number of 
prior fractures

FN T-score

Prior falls

OR with 95% CI

0.63 0.79 1.581.261 2 2.51

95% CI
OR



ORIGINAL ARTICLE POL ‑RISK: an algorithm for 10 ‑year fracture risk prediction 7

predictive tools used to identify individuals at risk 
of nontraumatic fracture. The authors identified 
53 validation studies assessing the discriminative 
ability of 14 tools. Due to the small number of 
studies on some prediction tools, only the FRAX, 
Garvan, and QFracture methods were compared 
using meta ‑regression models. The authors con‑
cluded that QFracture, FRAX with BMD, and 
Garvan with BMD had the best discriminative 
performance for predicting fracture. We com‑
pared the AUC values reported in these models 
with the value obtained in our study. We found 
that QFracture4 had the best discriminative abil‑
ity to predict major fractures (AUC = 0.77), and 
the FRAX and Garvan methods both presented 
an AUC of 0.72. These AUC values are higher than 
the one obtained in our study (AUC = 0.66); how‑
ever, it should be emphasized that they were es‑
tablished in different study cohorts. Therefore, a 
direct comparison between them does not seem 
feasible or valid. The application of the Garvan 
and FRAX models to the dataset used in our 
follow ‑up study led to worse outcomes than those 
mentioned above (AUC = 0.64 and AUC = 0.65, re‑
spectively, data not shown). It is also worth men‑
tioning that although the AUC in our study seems 
not very high, the AUC calculated solely on the ba‑
sis of the FN T ‑score, which, together with age, is 
considered the most important factor for the di‑
agnosis of osteoporosis, was only 0.58 (95% CI, 
0.523–0.634) (FIGuRE 5). Therefore, it can be con‑
cluded that the proposed model is more accurate 
than the currently used fracture risk models and 
may help identify patients who are in need of os‑
teoporosis therapy or diagnostics. More detailed 
comparisons between our model and other pop‑
ular fracture risk calculators will be the subject 
of a separate publication. Of note, in the current 
study, a Lunar densitometer was used, and the ac‑
curacy of fracture risk assessment using BMD val‑
ues obtained with other devices warrants further 
investigation.

The idea of developing a fracture risk calcula‑
tor is still very popular. On one hand, continuous 
validation of the available tools and attempts to 
identify risk factors potentially specific to regions 
or ethnic groups are being postulated. On the oth‑
er hand, in light of the development of bone tis‑
sue assessment methods other than densitome‑
try, such as radiofrequency echographic multi‑
spectrometry,26 we can also expect algorithms 
based on diagnostic tools alternative to dual en‑
ergy X ‑ray absorptiometry.

Certain limitations of our study need to be 
mentioned. First, the follow ‑up only targeted 
women. Second, spine radiographs were not avail‑
able for all participants, so some clinically silent 

The design of the present study merits discus‑
sion. Some baseline concepts were derived from 
the analysis of huge databases, as in the case of 
the studies on FRAX1 and QFracture.4 However, 
we assumed that the most reliable data could be 
obtained from long ‑term, prospective observa‑
tions of large, population ‑based cohorts. Such 
an approach was used in the studies carried out 
by researchers from the Garvan Institute of Medi‑
cal Research.2,3 An analysis seeking for significant 
fracture risk factors is, in our opinion, an optimal 
way to develop a valuable prediction tool. How‑
ever, it should be remembered that, while having 
the proposed recommendations at hand, each pa‑
tient should be evaluated individually, and the fi‑
nal decision of a physician must not be guided by 
pure calculations and model solutions.

It is interesting to compare the existing algo‑
rithms with respect to fracture risk factors. Gen‑
erally, they include age, previous fractures, and 
BMD values, usually expressed by T ‑score.1,3-5 In 
the Garvan and POL ‑RISK models, the number 
of fractures is also taken into account, while it is 
not included in the FRAX method.

The history of falls as a fracture risk factor is in‑
cluded both in the Garvan algorithm and the POL‑
‑RISK calculator, but the Australian method also 
takes into account the number of falls during 
the previous 12 months. The FRAX tool does not 
include any information about falls, however, sev‑
eral other risk factors modify the final fracture 
probability level. The broadest spectrum of possi‑
ble risk factors is included in the QFracture tool.

Recently, Beaudoin et al25 published a review 
and meta ‑analysis focused on the performance of 

Risk of fracture = 
1

1 + e – (–3.336 + 0.019 × Age + 0.437 × Number of prior fractures – 0.258 × FN T-score + 0.508 × Prior falls)

FIGuRE 4  The algorithm for the prediction of the 10 ‑year fracture risk 
Abbreviations: see TAbLE 3
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vertebral fractures might have been missed. Also, 
the number of hip fractures was too small to al‑
low for the development of a separate algorithm 
for the prediction of hip fracture risk. However, 
the large population ‑based sample, the number of 
factors with potential influence on fracture risk, 
and the long ‑term prospective follow ‑up made 
it possible to develop a new fracture risk predic‑
tion tool. We plan to analyze and verify the pre‑
dictive capability of the presented fracture risk 
algorithm in other populations.

Prospective follow ‑up seems to be the most re‑
liable approach for the identification of factors de‑
termining long ‑term outcomes; however, due to 
the fact that a simple and reliable risk assessment 
tool is urgently needed in daily clinical practice, 
we plan to carry out a retrospective, longitudinal 
study in the near future, involving the group of 
patients previously analyzed in the GO ‑Study.27 
Such a study would be helpful to verify the accu‑
racy of fracture prediction of the POL ‑RISK tool.

Due to the long follow ‑up and the difference 
between the size of the group at the time of re‑
cruitment and at the end of the study, the drop out 
phenomenon should be commented on. The total 
drop out rate over the 10 years was 34.5%, which 
is satisfactory taking into account the length of 
the follow ‑up and the age of the participants 
at the baseline. Nevertheless, it should be taken 
into account that the drop ‑out process may not 
be fully random and may lead to selective elim‑
ination of individuals with certain clinical fea‑
tures. Therefore, we decided to conduct an atyp‑
ical analysis of the basic clinical characteristics of 
women who did not complete the study. Higher 
age in the subgroup lost to follow ‑up was clear‑
ly expected due to higher mortality among old‑
er study participants and increasing difficulty in 
maintaining contact with aging people. Apart 
from this parameter, the subgroups did not dif‑
fer in any of the most important factors affect‑
ing the fracture risk. Therefore, it can be assumed 
that the group participating in the final analysis 
retained its character, representative of the popu‑
lation, which was warranted in the group recruit‑
ed for the study.

To conclude, we developed a 10 ‑year fracture 
risk prediction algorithm. Its use and outcomes 
should be followed by appropriate therapeutic 
regimens to reduce the number of future fragil‑
ity fractures, thus decreasing the financial bur‑
den on health care systems.
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